
he recent easy availability and Tr a p i d  r i s e  o f  A r t i f i c i a l  
Intelligence (AI) tools in medical 

research, particularly in literature 
search, has revolutionized the way 
researchers and physicians' access and 

1analyse scientific information.  These 
AI-powered tools offer numerous 
advantages, while conducting a 
literature search. These include rapid 
identification of relevant articles, 
literature mapping, generation of 
concise summaries, and the ability to 
process vast amounts of data in a short 
time. 

A literature search primarily consists of 
three important components: search 
for the most recent and relevant 
art ic les,  crit ical  appraisal ,  and 

2,3synthesizing the information.  Due to 
the current boom in the AI-tools there 
are now tools available for each of these 
steps. A brief overview of some tools 
that perform these functions is 
mentioned in Table I.

However, in our role as physicians, 
faculty and researchers who have been 
using these tools for more than 2 years 
for various tasks including AI-powered 
literature search we have some 
concerns that need to be highlighted 

Recommending articles from the 
predatory journals: We have noticed 
that some of the articles that these tools 
recommend are from predatory 
journals. Studies published in predatory 
journals that lack a rigorous peer review 
process are more prone to exhibit 
suboptimal standards of reporting 
methodologies and outcomes. The 
research ethics committee approvals 
are also flawed compared to those 

4published in reputable journals.  This 
means that a researcher relying only in 
AI powered literature search may base 
their literature search on flawed, 
unethical, or even fabricated findings of 
these predatory journals which may 
then be cited in their own publications. 
This issue of infiltration of citation 

databases have been highlighted earlier 
5,6by experts.  We have concerns that if 

this goes unchecked during an AI -
powered literature search it will 
potentially pollute the academic 
journals by low quality citations from 
the predatory journals and thus 
undermining research integrity

Inaccessible citations and sources: 
Another issue that we have commonly 
faced is that some recommended 
sources and articles are often 
inaccessible – either due to broken links 
or non-existent articles. This raises 
questions about the data sources 
utilized by these AI tools and the overall 
reliability of their outputs. Due to the 
black box nature of many AI systems 
especially deep learning models, it is 
unclear how these systems extract 
information from sources that are not 
readily available. This raises questions 
both about the quality and authenticity 
of the generated summaries and 
recommendations.

Lack of transparency in article 
selection: Many AI tools offer 
summar ies  o f  the  ar t i c les  or  
recommend certain articles which may 
be different for other AI- tools. There is 
a  l a c k  o f  t r a n s p a r e n c y  a n d  
reproducibility in the article selection 
and  summar i za t ion  proces ses  
employed by these AI tools. It remains 
unclear for some search engines 
whether articles are chosen and 
recommended based on citation 
counts, impact factors, or other criteria. 
The algorithms behind AI tools may 
inherently approve of a certain type of 
content or styles of writing, which can 

7affect the summaries produced.  This 
data and algorithmic bias may be 
problematic for seasoned researchers 
who need to understand the basis for 
the information being generated by 
these AI tools. A lack of understanding 
of the mechanisms and algorithms can 
negatively influence their ability to 
critically evaluate the relevance and 

reliability of the AI-generated outputs.

AI hallucinations: AI-generated 
s u m m a r i e s  c a n  p r o d u c e  
"hallucinations," where the output 
includes information that is factually 
incorrect or not supported by the 

8original text.  This phenomenon poses a 
significant risk, as it can mislead readers 
and distort the understanding of the 
original research findings. Although, a 
disclaimer is often clearly displayed 
across most of the AI tools and 
websites, still researchers may be 
tempted to simply copy and paste the 
output without any critical evaluation.

Blind reliance on the output and the 
risk of misattribution: Since AI tools 
make the process of literature review 
and data extraction simple and easy, 
there is a growing tendency especially 
young researchers to blindly copy and 
paste the output and rely on it without 
critically examining it. Reading is one of 
the defining features of humankind and a 
critical appraisal of the literature and 
understanding the actual meanings of 
the words and science by reading the 
articles is an essential part of the 

9physicians training.  Those who tend to 
fall in the trap of generating and reading 
only summaries of the article will likely 
develop a superficial understanding 
which can be detrimental in the long 
term.

It is important to note that these 
concerns are not meant to discourage 
the use of AI in research. When used 
judiciously as a research assistant in a 
transparent manner, these tools can 
s ign i f i cant ly  enhance research 
productivity and quality of work. 
However, over-reliance or blind 
acceptance of AI outputs could lead to 
embarrassing situations or even 
jeopardize careers if  incorrect 
information is propagated.
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Recommendations 

The use of AI tools for various research 
purposes and particularly literature 
search will likely increase in the future. 
Therefore, educational institutes, 
universities, faculty members and senior 

researchers should advocate ethical 
integration of AI tools in the research 
workflow.

We propose  the  f o l l ow ing  
recommendations: 1.Developers of 
AI-based literature search tools should 

prioritize transparency. They should 
clearly outline their article selection 
criteria and summarization algorithms. 
This should be clearly displayed at the 
appropriate place at the website.

2 . I n s t i t u t i o n s  s h o u l d  p r o v i d e  

Tool web link Description Subscription Status 

Semantic 
Scholar

https://www.semant
icscholar.org/ 

AI-powered academic search engine that uses natural language 
processing and machine learning to help nd relevant research 
papers faster. It provides smart lters, TLDR (Too Long; Didn't 
Read), citation analysis, and key insights from papers

Free

Consensus
.app

https://consensus.ap
p/search/ 

A search engine that is designed to accept research questions, nd 
relevant answers within research papers, and synthesize the results 
using the same language model technology.  It currently covers 
over 200 million scholarly documents

Freemium 

Elicit https://elicit.org/ 

An AI research assistant tool that empowers researchers to 
efciently discover and access relevant academic papers. It uses 
NLP to extract key phrases and sentences from papers, reducing 
manual search time

Freemium

Litmaps
https://app.litmaps.c
o/

An innovative AI tool designed to enhance the literature review 
process for researchers by allowing them to discover, organize, and 
visualize academic papers effectively. It generates interactive 
literature maps based on a seed paper, showcasing connections 
between relevant articles and helping users identify key citations 
and gaps in the literature. 

Freemium

Research 
Rabbit

https://researchrabb
itapp.com/ 

An AI-powered literature mapping tool that automates citation 
management. It integrates with reference managers like Mendeley 
and Zotero to import and organize references

Free

Scite https://scite.ai/ 

An AI tool that evaluates the credibility of research papers by 
analyzing citation contexts. It scans millions of documents to 
provide citation metrics, summary recommendations, and 
similarity checks

Freemium

Scispace https://typeset.io/ 

An AI-powered platform that aims to modernize scientic research 
workows and collaboration. It offers a suite of tools to discover, 
read, write, collaborate, and publish research papers. 

Freemium

Connected 
Papers

https://www.connec
tedpapers.com/ 

The tool generates a graph of related papers based on an origin 
paper, providing an overview of a research eld and highlighting 
inuential papers, as well as allowing users to explore papers in a bi-
directional manner. This helps users stay up to date with the latest 
research, identify key papers, and visualize relationships between 
papers based on their similarity and citation patterns.

Freemium

Perplexity
https://www.perplex
ity.ai/ 

This answer search engine, utilizes Large language model, internet 
data, and a proprietary variant of PageRank to provide natural 
language responses to queries. Perplexity's advanced functionality 
enables efcient searching of academic materials, yielding not only 
relevant results but also a curated list of related questions and 
bibliographic references, thereby facilitating comprehensive 
information retrieval and synthesis.

Freemium

Table I: A list of AI tools for literature search and mapping

Freemium: The basic product or service is provided free of charge, but subscription is required for additional feature and dealing with large data sets.
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comprehensive training to researchers 
and faculty members, as part of faculty 
development programs, emphasizing 
the importance of critical evaluation and 
ethical uses of AI-generated outputs.

3. Journal editors and reviewers should 
be vigilant about the potential misuse of 
AI tools in literature reviews and 
demand clear documentation of search 
methodologies, whenever there is a 
suspicion or lack of clarity.

4. Researchers should adopt a balanced 
approach while using AI tools. They 
should use it to enhance their efficiency 
while combining it with their own 
critical evaluation of the output and 
checking the primary source of 
information. They should appropriately 
acknowledge the use AI tools as per the 

10journal's policy.

5. Institutes and regulatory bodies in the 
country should formulate clear 
guidelines for the integration and ethical 
use of AI tools for different steps of 
research,  writ ing and medica l  
education. Some institutes like the Aga 
Khan University, Karachi have created 
their basic AI guidelines which can serve 

11as a good starting point.  Further 
research should be conducted to 
develop best practices for integrating AI 
tools in the research process, ensuring 
that they complement rather than 
replace human expertise.

We conclude by acknowledging the role 
AI tools can play in enhancing research 
productivity. However, it is important 
that we address the challenges and 
concerns outlines above to ensure the 
integrity and quality of scientific inquiry. 
By promoting a culture of critical 

thinking and responsible AI use, we can 
truly harness the power of these tools 
while safeguarding the foundations of 
evidence-based medicine
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